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Abstract There is a growing concern over possible severe societal consequences related to adverse
space weather impacts on man-made technological infrastructure. In the last two decades, significant
progress has been made toward the first-principles modeling of space weather events, and
three-dimensional (3-D) global magnetohydrodynamics (MHD) models have been at the forefront of this
transition, thereby playing a critical role in advancing our understanding of space weather. However, the
modeling of extreme space weather events is still a major challenge even for the modern global MHD
models. In this study, we introduce a specially adapted University of Michigan 3-D global MHD model for
simulating extreme space weather events with a Dst footprint comparable to the Carrington superstorm of
September 1859 based on the estimate by Tsurutani et. al., (2003). Results are presented for a simulation run
with “very extreme” constructed/idealized solar wind boundary conditions driving the magnetosphere. In
particular, we describe the reaction of the magnetosphere-ionosphere system and the associated induced
geoelectric field on the ground to such extreme driving conditions. The model setup is further tested using
input data for an observed space weather event of Halloween storm October 2003 to verify the MHD model
consistence and to draw additional guidance for future work. This extreme space weather MHD model
setup is designed specifically for practical application to the modeling of extreme geomagnetically induced
electric fields, which can drive large currents in ground-based conductor systems such as power
transmission grids. Therefore, our ultimate goal is to explore the level of geoelectric fields that can be
induced from an assumed storm of the reported magnitude, i.e., Dst ∼= −1600 nT.

1. Introduction

Solar activity such as coronal mass ejections (CMEs) are the main drivers of the most severe (or “extreme”)
space weather events [e.g., Gopalswamy et al., 2005b]. Space weather is a major concern for modern-day
society because of its adverse impacts on technological infrastructure such as electrical power grids,
oil pipelines, and global navigation systems. The threat of severe societal consequences has prompted
renewed interest to further our understanding of extreme space weather and geomagnetic storm events
[see e.g., Thomson et al., 2011; Pulkkinen et al., 2012; Ngwira et al., 2013a, 2013b, and references therein]. The
ultimate challenge for the scientific community is to develop innovative tools to more accurately predict
these extreme space weather events.

The coupling of fast moving CMEs to planetary magnetospheres has been a subject of great scientific inter-
est [e.g., Weimer, 1996; Groth et al., 2000; Wang et al., 2008; Pulkkinen et al., 2010; Ngwira et al., 2013b, and
references therein]. The magnetosphere is a highly complex nonlinear system whose large-scale state is con-
trolled primarily by the orientation of the interplanetary magnetic field (IMF) and solar wind plasma proper-
ties. The transfer of mass, momentum, and energy from the solar wind into the magnetosphere-ionosphere
system produces various transition layers, the extended geomagnetic tail, and different dynamic current
systems and auroral processes.

Three-dimensional (3-D) global magnetohydrodynamics (MHD) models play a critical role in simulating the
large-scale dynamics of magnetospheric plasmas. These first principles physics-based models represent
a very important component of attempts to understand the response of the magnetosphere-ionosphere
system to varying solar wind conditions [see, e.g., Gombosi et al., 2000; Palmroth et al., 2004; Manchester et
al., 2006; Kuznetsova et al., 2007]. Some of these studies include the following: the global magnetic field
configuration [e.g., Welling and Ridley, 2010], reconnection at the dayside magnetopause and in the magne-
totail [e.g., Kuznetsova et al., 2007], the dependence of magnetospheric convection on the IMF orientation
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[e.g., Ridley et al., 1998], and variations in the magnetosheath during storm main phase [e.g., Kataoka et al.,
2005]. Upstream solar wind parameters are used as driving conditions for many simulation models of the
magnetosphere-ionosphere system, and the results (or performance of these models) are validated by com-
paring with ground-based or satellite observations [Palmroth et al., 2003; Pulkkinen et al., 2010; Welling and
Ridley, 2010; Pulkkinen et al., 2013].

Understanding of the magnetosphere and ionosphere dynamics during extreme solar wind driving is still
a major challenge mainly because of lack of modern scientific data from such periods [see, e.g., Ridley et
al., 2006]. It is generally agreed within the space weather community that the Carrington superstorm of
1–2 September 1859 is the most extreme geomagnetic storm on record, and therefore, it presents a spe-
cial opportunity to study extreme space weather. Obviously, no upstream solar wind measurements were
available at that time. However, Tsurutani et al. [2003] published ground-based magnetogram observa-
tions recorded during the Carrington superstorm at Colaba, India (∼9.81◦N, 143.4◦E, geomagnetic). There
are several other magnetic recordings of the Carrington superstorm including high-latitude observations;
however, to our knowledge, all of these recordings went off scale during the peak of the storm [see, e.g.,
Nevanlinna, 2008; Cliver and Dietrich, 2013, and references therein]. Consequently, attempts to model the
Carrington event can be linked with the Colaba ground-based magnetic field observations. From the man-
ually recorded magnetograms, Tsurutani et al. [2003] estimated the minimum negative intensity of the
horizontal geomagnetic field (H component) at Colaba to have been about −1600 nT.

In the present study, we use the estimated minimum negative geomagnetic intensity as a benchmark for
our simulations. We present a global 3-D MHD model with specially refined settings for simulating space
weather events that are constructed using extreme upstream solar wind input conditions. Historically, MHD
models have typically been utilized for studying nonextreme events. So the primary purpose of this paper
is to examine the response of the simulated magnetosphere-ionosphere coupled system, and the ground
geomagnetic and geoelectric fields during extreme solar wind driving conditions. Modeling such extreme
conditions represents a major challenge even for modern global MHD models.

In section 2, we highlight the basic details of the global MHD and geoelectric field modeling approaches
specific to this study. In section 2.1 we first briefly describe the general MHD modeling framework, the
framework domains used and the coupling between these domains. Then, in section 2.2, we present the
various refinements in the model setting that have been introduced in order to accommodate very extreme
space weather driving conditions. Section 2.3 outlines the geomagnetic and geoelectric field modeling pro-
cess. The solar wind scenario used in this study is described in section 3, while the simulation results are
provided and discussed in section 4. A summary and conclusions to this work is contained in section 5.

2. Description of the Modeling Approach
2.1. The Space Weather Modeling Framework
The core of the simulation process presented in this paper is the University of Michigan Space Weather Mod-
eling Framework (SWMF). The SWMF is a flexible framework that integrates various physics-based numerical
models into a high-performance coupled model via a standardized interface and a highly efficient parallel
coupling toolkit [Tóth et al., 2005, 2012]. The SWMF creates an environment where simulations that were
impossible with individual physics models can be performed.

The SWMF predicts in a self-consistent manner the dynamic response of the large-scale magnetospheric
plasma to changing solar wind conditions using the block-adaptive tree solar wind Roe-type upwind
scheme (BATSRUS) global MHD code [Powell et al., 1999; Gombosi et al., 2000]. The BATSRUS code uses a
block-adaptive mesh with either cartesian or generalized coordinates basic structure that partitions space
into regions, each of which is a regular grid of cells. The blocks in the grid, at their various levels of refine-
ment, are stored in a tree-like data structure. A detailed description of the University of Michigan MHD code
can be found in reports by Powell et al. [1999] and Groth et al. [1999], whereas the core design and imple-
mentation of the SWMF is fully described by Tóth et al. [2012]; therefore, only the basic SWMF domains that
are most relevant for the study outlined in this paper are described below.

In the Global Magnetosphere (GM) domain, the upstream boundary conditions are derived from the Inner
Heliosphere component or from in situ satellite observations. In the present work, the GM component is
driven by specially tailored solar wind scenarios, which are described in section 3. The physics of the GM
component is approximated with resistive MHD equations except near the inner boundary where it overlaps
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with the inner magnetosphere. The resistivity is determined by the numerics in the simulation. Additionally,
the GM component inner boundary conditions are partly derived from the Ionospheric Electrodynamics (IE)
component, which makes available the electric potentials.

Coupling of the GM component to the Inner Magnetosphere (IM) component is achieved through the Rice
Convection Model (RCM) [De Zeeuw et al., 2004], which is a massive numerical computation code developed
at Rice University. The code offers a description of the coupled inner magnetosphere-ionosphere system
electrodynamics. The RCM is a kinetic model that solves time-dependent coupled equations describing
plasma motion in the inner magnetosphere, and self-consistently computes field-aligned currents (FACs)
and ionospheric potentials using provided magnetic field inputs [Toffoletto et al., 2003; De Zeeuw et al.,
2004]. It should be noted that single fluid isotropic MHD cannot produce realistic ring current, which is cen-
tral feature of the inner magnetosphere. Plasma information about the closed field lines required by the IM
component are obtained from the GM component, and in return the IM provides the density and pressure
corrections along the closed field lines to the GM component [Tóth et al., 2005].

For solar wind-magnetosphere interaction modeling, it is important to take also the coupling between
the magnetosphere and ionosphere into account. The ionosphere allows closure of magnetospheric cur-
rents, which is required for realistic magnetospheric convection to occur [e.g., Fedder et al., 1998]. The SWMF
carries out this process through the IE domain in which it is assumed that magnetospheric FACs can pene-
trate into a height-integrated electrostatic ionosphere. Ridley et al. [2004] thoroughly explains the coupling
between the magnetosphere and ionosphere in the MHD code. The IE domain is a 2-D height-integrated
spherical surface that can be described by several mathematical models including the following: empirical
models for electric potential, particle precipitation and auroral conductance maps [e.g., Fuller-Rowell and
Evans, 1987; Weimer, 1996], and/or a height-averaged electric potential solver [e.g., Ridley et al., 2004]. The
auroral precipitation pattern used by the IE component are determined from FACs that are in turn obtained
from the GM component and upper atmosphere [Tóth et al., 2005]. The IE component in the current version
of the SWMF utilizes a potential solver and Hall and Pedersen conductance generated by auroral pattern
and solar illumination.

2.2. Refined Grid Structure
The magnetosphere cavity was simulated in a computational box defined by dimensions −224 RE < x <

32 RE , −128 RE < y < 128 RE , and −128 RE < z < 128 RE where RE is Earth radii, with the Earth placed
at the center. The dipole tilt in the simulation is set to update throughout each run so that it is dependent
on the day of the year and the time of the day. The simulations were carried out using a block-adaptive
high-resolution grid with minimum cell size of 1∕16 RE and with about 8.9 million computational cells. A
high-resolution grid is required here because it is better suited to resolve the rapid and/or large changes at
the magnetopause that are introduced by the extreme solar wind conditions [Ridley et al., 2010].

Specifically for our simulations, magnetosphere currents were mapped at 1.5 RE from the center of the Earth,
while the BATSRUS MHD model inner boundary sphere is set at 1.25 RE (usually set at 2.5 RE for “normal”
simulations). The BATSRUS inner boundary sphere is connected to the electrostatic ionosphere, represented
by a height-integrated potential solver [De Zeeuw et al., 2004; Ridley et al., 2004], at a high coupling rate initi-
ated every 15 s. This is desired for space weather applications such as the study of geomagnetically induced
currents (GIC) in order to capture rapidly varying ionospheric currents that generate large-amplitude geo-
electric fields. A sunspot number with a value of 110 related to the Carrington storm was used, and an
auroral conductance (realistic oval) driven by FACs and a solar EUV component with an solar flux F10.7 value
of 275 SFU or solar flux units (1 SFU = 10−22 W m−2 Hz−1). This value of F10.7 is consistent with solar max-
imum conditions. Because of the high inner magnetosphere coupling rate (15 s), in combination with
the very compact and computationally expensive grid, each simulation required a substantial amount of
computational resources. Thus, in this initial study we had to restrict runs to 4 h of length in physical time.

2.3. Geomagnetic and Geoelectric Field Modeling
In SWMF the ground magnetic perturbations are computed by summing over all the magnetospheric,
ionospheric and gap region current systems within the near-Earth space environment using a Biot-Savart
integral [see, e.g., Yu et al., 2010]. In addition, the ring current dynamics are simulated in a realistic fashion
using the RCM coupled to BATSRUS. However, single fluid MHD modeling cannot provide adequate
description of the inner magnetosphere, and thereby, our approach does not capture all possible dynamic
processes that drive large currents (i.e., auroral substorms and equatorial electrojet or EEJ) in the auroral and
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equatorial zones, respectively [see, e.g., De Zeeuw et al., 2004]. We cannot expect to reproduce EEJ at all since
the physics is missing in the model. However, a more detailed discussion on the topic of auroral dynam-
ics is provided in section 4.3 below. Furthermore, the modeled Dst index is also calculated by solving the
Biot-Savart integral for all the electric currents within the BATSRUS simulation domain, including the RCM,
from the inner boundary outward, and taking the magnetic field disturbance along the z axis at the center
of the coordinate system.

The evaluation of SWMF/BATSRUS simulation performance is widely documented [see, e.g., Groth et al.,
1999; Pulkkinen et al., 2009; Yu et al., 2010; Welling and Ridley, 2010; Pulkkinen et al., 2013, and references
therein]. For example, Pulkkinen et al. [2009] showed that the GIC computed from model-derived geomag-
netic field perturbations can be slightly overestimated but are generally comparable to the GIC computed
from ground magnetometer observations. Additionally, Yu et al. [2010] demonstrates that SWMF-generated
ground perturbations can be more accurately modeled by inclusion of magnetospheric driven current sys-
tems within the near-Earth space environment. This is all consistent with work by Pulkkinen et al. [2011] that
illustrates that increasing the global SWMF spatial resolution and the inclusion of the ring current dynamics
improves the SWMF capability to generate more realistic ground magnetic field fluctuations.

From the SWMF-generated ground magnetic perturbations, we calculated the geoelectric fields using the
plane wave method [see, e.g., Cagniard, 1953; Pirjola, 1982]. The model generates magnetic field pertur-
bations at locations of 130 active International Real-time Magnetic Observatory Network (INTERMAGNET,
www.intermagnet.org) magnetometer sites. Then, the geoelectric field components Ex,y can be computed
in terms of the perpendicular geomagnetic field components By,x as

Ex,y = ± 1
√
π𝜇0 𝜎

∫
t

−∞

1
√

t − u

dBy,x (u)
dt

du (1)

where 𝜇0 is the permeability of free space and 𝜎 is the effective conductivity. For a nonuniform Earth
composing of horizontal layers, 𝜎 takes the role of an apparent conductivity that is dependent on the fre-
quency reflecting the penetration depth of the electric and magnetic fields into the Earth [Pirjola, 2002]. The
resistive-end Quebec multilayer ground conductivity model was applied [see Pulkkinen et al., 2012], since
our interest is in extreme event cases. Strictly speaking, the standard plane wave method is not directly
applicable here, because the method assumes that the ground magnetic field signal includes both exter-
nal and internal contributions. However, this will not introduce significant errors in the modeled geoelectric
fields because the internal contribution is relatively small compared to the external, as explained by Ngwira
et al. [2013b].

3. Solar Wind Input Parameters

Following Tsurutani et al. [2003] report, Li et al. [2005] and Manchester et al. [2006] demonstrated that a
Carrington-type event has to be associated with very extreme solar wind driving conditions. Li et al. [2005]
using an updated empirical Dst prediction model were able to closely reproduce the Colaba magnetogram
ground signature using estimated solar wind conditions. To capture the fast recovery of the Carrington
storm, they introduced an exceptionally large density pulse (∼1800 cm−3) after the negative Bz phase.
In their paper, Manchester et al. [2006] present a CME simulation model designed to reproduce the short
Sun-Earth transit time of the Carrington event and the solar wind parameters at 1 astronomical unit
(1 AU). Also, their model results yielded an extremely large density (∼800 cm−3) and equally large IMF Bz
component with a minimum around −200 nT.

The solar wind data published by Li et al. [2005] and Manchester et al. [2006] provided a general guideline for
construction of our synthetic solar wind data. All the solar wind parameters were artificially/manually esti-
mated initially, and then the final data sets used in our simulations were derived by superposing observed
events, i.e., a portion of the Halloween 2003 storm, on the synthetically constructed solar wind condi-
tions. The reason for doing this was to introduce realistic solar wind fluctuations at approximately the same
temporal scale as for previously observed events. We learned that this is important for introducing balanc-
ing fluctuations in the magnetospheric structures that under extreme driving conditions could otherwise
become numerically unstable and produce unrealistic features in the simulations.

Here we attempted to reproduce as close as possible the minimum geomagnetic perturbation of −1600 nT.
This value is unprecedented at the latitude of the Colaba station [see, e.g., Siscoe et al., 2006], thus represents
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Figure 1. Interplanetary solar wind inputs used to simulation a Carrington-type event in GSM coordinates. From top to
bottom are IMF By , IMF Bz , velocity (Vx component), density (Np) and the temperature (Temp). The three vertical dashed
red lines (A–C) show specific time instants of interest discussed further in the main text.

an excellent benchmark on which to test 3-D MHD models under extreme space weather driving conditions.
We emphasize that our goal is to explore the response of the induced ground geoelectric field to such an
“assumed” Dst of −1600 nT and not to try to exactly reproduce the Carrington event magnetogram signa-
ture or features. This is important as we attempt to investigate the maximum possible geoelectric that can
be generated by extreme space weather events. So, the minimum intensity as recorded at Colaba is used
as a benchmark for our modeling process, and the interplanetary conditions were particularly constructed
(reverse engineered) to reproduce the peak intensity.

Figure 1 contains a 4 h time series of the constructed solar wind upstream boundary conditions, in Geocen-
tric Solar Magnetospheric coordinates, used in the simulation. The figure displays from top to bottom: the
IMF By component, IMF Bz component, the plasma velocity Vx component, the solar wind density (Np), and
the temperature (Temp.). We set IMF Bx = 0 for all simulations to keep magnetic field divergence-free con-
dition at the inflow boundary, and also, note that other parameters (i.e., Vy and Vz), which are traditionally
set to zero or some constant value, were allowed to fluctuate at a small level (10–20%). This was done for
balancing the magnetosphere reaction against the strong forcing introduced by the other extreme solar
wind parameters.

We note that the solar wind velocity presented in Figure 1 is not unprecedented during intense modern era
CMEs. Some of the fastest CMEs on record have been observed with velocities exceeding 2000 km/s, such
as the storms of October−November 2003 [Gopalswamy et al., 2005a], and most recently, the 23 July 2012
event [e.g., Russell et al., 2013; Baker et al., 2013; Ngwira et al., 2013b]. However, the IMF Bz component reveals
unusually large field strengths. The strongest absolute field strengths measured at 1 AU are in the range
of 65–80 nT, while here, Bz was sustained around −210 nT for about 2 h during the main phase. As pointed
out by Manchester et al. [2006], while these field strengths are unusually high, such values are necessary to
explain the large Colaba magnetic excursion associated with the Carrington event. In contrast, the IMF By

values are fairly typical of other large storm events.

Furthermore, the maximum solar wind density exhibited here is also unusually large, providing a solar
wind dynamic pressure about 4 times higher than the Halloween storm of October 2003. One of the largest
observed densities on record was reported by Burlaga et al. [1998] for an interplanetary magnetic cloud that
contained a plug of cold high-density material with an unusual density of nearly ∼180 cm−3 during a storm
in January 1997. Considering the ground magnetic footprint of the January 1997 storm, Li et al. [2005] sug-
gested that the required dynamic pressure and kinetic energy density in the flow of the Carrington storm
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Figure 2. Simulation results of magnetosphere cut in noon-midnight meridian (Y = 0 plane) at two time periods during
the extreme solar wind driving conditions displayed in Figure 1. The magnetosphere at (top) 00:20 UT and (bottom)
at 01:20 UT, as respectively indicated by vertical lines A an B in Figure 1. Each plot also shows the current density in
color, the magnetic field line traces and the solar wind flow represented by arrows. The white trace shows the boundary
between the open and closed field lines. Note that the color coding is different between the two panels.

could have been about 100 times larger and thus used this as a justification for the extremely large density
they used in their study. However, as demonstrated in Figure 1, we used a density about two and half times
larger than that reported by Burlaga et al. [1998] as a more realistic estimate of extreme solar wind density
conditions. This density is much smaller (one fourth) than that reported by Li et al. [2005], and nearly half the
value reported by Manchester et al. [2006]. It is argued by Ridley et al. [2006] that while such large densities
may be too large for a typical CME, this merely makes the CME highly extreme.

It is pointed out that the artificial solar wind increase between 00:30 and 01:00 UT is probably unrealis-
tic because of gradual change in the parameters that do not indicate existence of an interplanetary shock
that must be associated with Carrington-type extreme CME events. The model could not handle such
intense shock. Further work is needed to find models and/or model configurations that can handle extreme
shocks. However, our main interest is to study the storm main phase dynamics and not the magnetosphere
response to the shock transient. Therefore, the shock is not the primary concern for this specific study. Nev-
ertheless, this is an ongoing study and new simulation runs will be conducted to investigate the response of
the magnetosphere to the solar wind shock transient.

4. Simulation Results and Interpretations
4.1. Magnetospheric Response
Figure 2 shows examples of the magnetosphere configuration in the Y = 0 plane at two different time
periods. Also, here the IMF Bz component controls the global magnetospheric configuration. Figure 2
(top) shows the steady state period when Bz varies between −6 and 7 nT; thus, the global magnetospheric
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Figure 3. Simulated magnetopause standoff distance for the solar wind conditions in Figure 1. The magnetopause stand-
off distance is the distance of the last closed field line of the magnetosphere measured from the center of the Earth
along the GSM Sun-Earth line.

configuration never switches to pure “South” or “North” configuration. However, in Figure 2 (bottom) the
magnetosphere dramatically changes during the main phase when Bz becomes dominantly southward, and
the associated current systems both in the magnetosphere and ionosphere are also enhanced. At the same
time, the solar wind dynamic pressure greatly increases, and the dayside magnetosphere is dramatically
pushed earthward to about 2.5 RE . The solar wind dynamic pressure and the IMF primarily control the shape
and location of the Earth’s magnetopause. The magnetopause current density (color coded, which is differ-
ent between the panels) significantly increased as the magnetopause was pushed inside geosynchronous
orbit (to ∼ 2.3 RE , as seen in Figure 3) due to the strong compression during the pressure enhancement. The
magnetopause location relative to geosynchronous orbit has important space weather implications because
when the magnetopause moves past geosynchronous orbit, satellites at that location are exposed to solar
wind plasma conditions in the magnetosheath.

The plasma pressure in the inner magnetosphere plays a key role in plasma dynamics and generation of
electric currents. A stronger magnetotail pressure is believed to contribute to presence of large region 2
Birkeland currents that shield the inner magnetosphere from the dawn-dusk convection electric field [De
Zeeuw et al., 2004]. In the BATSRUS code, the pressure peak is less diffuse and increases the current flows
into the ionosphere, thereby allows for the formation of much stronger region 2 currents. Figure 4 displays
the inner magnetosphere pressure for two specific cross sections. In Figure 4a there is a high inner magneto-
sphere pressure created in the night sector compared to the dayside as computed by the BATSRUS, whereas
Figure 4b shows that the high-pressure region is also shift toward the premidnight sector. Typical inner mag-
netosphere plasma pressure for moderate geomagnetic storms, i.e., Dst ∼250 nT, can be around 300 nPa
[e.g., Ebihara et al., 2004], which is far less than the pressure of around 6000 nPa produced in the present
simulation. This large pressure in the simulation helps to explain the development of a complex region 2
FACs distribution and a much stronger ring current that are discussed in the next two sections.

4.2. Ionospheric Response
In SWMF the ionospheric potential is derived from the FACs generated by the MHD solution and an iono-
spheric conductance pattern. FACs play a vital role in the solar wind-magnetosphere-ionosphere interaction
by electrodynamically connecting magnetospheric and ionospheric plasmas, so that stresses applied
to the outer magnetosphere plasma are propagated to the ionosphere and consequently to the upper
atmosphere. This is especially important during periods of large magnetospheric stress as exerted by
reconnection at the dayside magnetopause and by internal processes such as geomagnetic storms and
substorms. Samples of the simulated electric potential (top) and FAC (bottom) are shown in Figure 5 at an
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Figure 4. (a) Plot of pressure (in nPa) and magnetic field line (Bx ) in the Y = 0 plane at different times during the
simulated event. The pressure is in color and the magnetic fields represented by traced lines. (b) Pressure in the
Z = 0.5 RE plane.

instance of strong driving conditions. Generally, the simulation results yield substantially larger ionospheric
potentials in comparison to published values determined for previously observed events, with a peak poten-
tial value around 975 kV, while the FACs also reveal significant region 1 current with a distorted or broken up
region 2 current system.

Looking further at Figure 5 (bottom), region 1 currents are quite large and considerably displaced to much
lower latitudes (low L values) on the dayside than observed before. Region 1 currents, which generally
appear at polar latitudes, are directly controlled by conditions in the solar wind and the IMF driving of the
magnetosphere [Ridley et al., 2004]. Thus, given the extreme nature of the solar wind conditions here, we
expect increased continuous magnetic reconnection activity on the dayside magnetosphere [Kuznetsova
et al., 2007] to generate intense region 1 currents. Intense levels of southward IMF Bz lead to more effi-
cient reconnection over an extended magnetic region, while the large solar wind density and speed bring
more magnetosheath particles into the polar cusp. The open-closed field line boundary location maps to
the magnetosheath and is determined by magnetic reconnection rate [e.g., Johnsen and Lorentzen, 2012,
and references therein]. According to Johnsen and Lorentzen [2012], during southward IMF, which favors
reconnection on the subsolar magnetopause, reconnection erodes the Earth’s magnetic field moving the
reconnection X line closer toward the Earth and consequently pushing the dayside open-closed boundary
equatorward. Zhang et al. [2005] argue that there are two factors that might shift the open-closed bound-
ary on the dayside to lower latitudes: (1) a sufficiently large ring current in the nightside during a large
southward IMF tends to reduce the Earth’s magnetic field in the dayside, and (2) the dayside high-latitude
magnetic fields compressed by the solar wind plasmas. As is evident from our results, the solar wind IMF
Bz and density and the model-derived ring current are much larger than ever observed and may help to
explain the substantial shift of the region 1 current and the open-closed boundary on the dayside.
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Figure 5. (top) The ionospheric electrical potential and (bottom) the field-aligned currents derived from the MHD model
for the time instance indicated by vertical line C in Figure 1. The North and South magnetic poles are at the centers,
respectively. For each plot, the geomagnetic pole is at the center and the outer circle is 20◦ geomagnetic latitude. The
solid black trace shows the polar cap boundary location.

On the other hand, region 2 currents that are generally equatorward of region 1 currents appear distorted in
nature with relatively smaller intensity than region 1 currents, as exhibited in Figure 5 (bottom). The region
2 FACs not only appear at much lower latitudes but in this case are also shifted more to the premidnight
sector. Region 2 currents are produced by pressure gradients in the inner magnetosphere [Toffoletto et al.,
2003]; hence, the location of the region 2 currents is consistent with the high-pressure (see Figure 4) areas
in the inner magnetosphere that map into the ionosphere. Chun and Russell [1997] investigated the geo-
magnetic control of FACs in the inner magnetosphere and found that at the highest levels of geomagnetic
activity, the region of FACs expanded and was seen with greater frequency at lower L values through-
out most local times, particularly in the premidnight and postmidnight sectors. A close relationship exists
between the ring current and region 2 FACs, which is regulated by solar wind and by ionospheric condi-
tions. The detailed mechanisms associated with this complicated (“broken up” appearance) nightside FAC
distribution from MHD solution are still unknown and will need to be further explored. However, Ebihara et
al. [2005] studied the ring current and magnetosphere-ionosphere coupling during the 20 November 2003
superstorm and found that the equatorward edge of the region 2 FAC moved to much lower latitudes and
developed a complicated distribution pattern. They associated this to changes in the convection electric
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Figure 6. (top) The MHD solution ionospheric Northern cross polar cap potential as a function of time. An overlay
of the Hill-Siscoe formulation of the CPCP according to Siscoe et al. [2002] is also shown. (bottom) The ionospheric
Northern and Southern cross polar cap potential as a function of IEF = Vx × Bt , where Bt = (B2

y + B2
z )

1∕2 is the IMF
transverse component.

field and changes in the plasma sheet density that relate to changes in the plasma pressure distribution in
the magnetosphere.

Figure 6 (top) contains the ionospheric cross polar cap potential (CPCP) for this simulation with an overlay
of the Hill-Siscoe formulated CPCP [Siscoe et al., 2002; Shepherd et al., 2003]. Figure 6 (bottom) clearly shows
that the well-known transpolar potential relationship between the CPCP and the interplanetary electric field
is followed by both models. However, the CPCP values are much higher than normally observed; therefore,
saturation occurs at substantially elevated levels. Observations, theory, and modeling indicate that typical
peak CPCP values for previously observed severe geomagnetic events range between 150 and 500 kV [e.g.,
Siscoe et al., 2002; Kivelson and Ridley, 2008; Wilder et al., 2011, and references therein]. The much elevated
CPCP values here can be attributed to the extremely large solar wind density [see, e.g., Ridley et al., 2006].
Also, the large ionospheric potentials are related to the large IMF Bz driving conditions shown here to vary
between −150 and −230 nT, as the electric potential is also a function of the IMF and the clock angle from
the north [e.g., Fedder et al., 1998; Ridley et al., 1998]. We are of the view that the extreme Bz component
coupled with other factors, such as extreme solar wind density and resulting high tail pressure, explains the
overall large FAC strength in the MHD solution.

Generally, magnetosphere-ionosphere coupling in global MHD simulations is implemented by processes
in which the magnetosphere furnishes the ionosphere with FACs that control the electric potential distri-
bution in the ionosphere, and a feedback of electric fields from the ionosphere to the magnetosphere in
order to drive magnetospheric convection [De Zeeuw et al., 2004]. It is well known that ionospheric con-
ductance plays a central role in all these processes by controlling the ionospheric electrostatic state [see,
e.g., Fuller-Rowell and Evans, 1987; Ridley et al., 2004]. Displayed in Figure 7 are the Pedersen and Hall con-
ductance for the same day and time period as the MHD results shown in Figures 4 and 5. In the nightside
ionosphere, the Hall and Pedersen conductivities also exhibit very complex structures that might be related
to the FAC distributions. This is not surprising since the conductivities in the MHD solution are dependent
on the FACs [Ridley et al., 2004]. More detailed investigations need to be carried out to understand the
development of the complex FACs and conductivity distributions.

The simulation results also show that the polar cap shifts substantially toward the dayside, extending to
about ±20◦ of geomagnetic latitude at its maximum expansion stage, as illustrated in Figure 8. This figure
depicts the ionospheric current density at two specific time periods of the simulation, that is, at 00:20 UT
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Figure 7. The ionospheric (top) Hall and (bottom) Pedersen conductance, plotted in the same manner as parameters in
Figure 5. The solid white trace shows the polar cap boundary location.

(Figure 8, top) and 01:20 UT (Figure 8, bottom), and the thick white trace defines the simulated polar cap
boundary location, with an underlying map depicting the geographic continents. During severe geomag-
netic storm events, the polar cap boundary is known to move equatorward into the higher midlatitudes.
However, significant shifting/expansion of the polar cap, as shown in our simulation, can bring auroral iono-
spheric currents to even much lower latitudes and also allow access for energetic particles precipitating
from space into the atmosphere to lower than normal geomagnetic latitudes. The increased radiation, which
could be located in previously unanticipated regions, can be harmful to the crew and passengers of flights
going through the significantly shifted polar cap environment cite (see report by Copeland [2005]), and can
also adversely affect HF radio wave propagation in these regions [see, e.g., Goodman, 2005]. In addition,
there is a clearly manifested asymmetry in the polar cap shift between the winter and summer hemispheres
(about 10◦), with a greater shift observed in the Southern Hemisphere. This asymmetry can be explained
by either the seasonal variation in the ionospheric Pedersen conductance [e.g., Fedder et al., 1998; Ridley
et al., 2004] or the dipole tilt angle, which favors more reconnection between the IMF and the summer
magnetosphere than the winter magnetosphere [e.g., Wang et al., 2008].

4.3. Geomagnetic and Geoelectric Field Response
In the present study, the ring current strength is estimated using the geomagnetic SYM-H index [Wanliss and
Showalter, 2006], a high-resolution equivalent of the Dst index computed at 15 s interval in our modeling.
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Figure 8. Ionospheric current density at two specific time periods of the simulation, that is, (top) 0020 UT and
(bottom) 0120 UT. The thick white line depicts the polar cap boundary location, while the underlying map shows the
geographic continents.

Depicted in Figure 9 is the geomagnetic SYM-H index (thick black trace) and selected examples (color) of
low-latitude horizontal geomagnetic field perturbations derived from the MHD model. As is seen from
Figure 9, the modeled SYM-H and the low-latitude geomagnetic perturbation levels are comparable to the
estimated Colaba magnetogram magnetic field perturbation of about −1600 nT. An intensified ring current
can be related to enhanced magnetospheric convection [e.g., Kataoka et al., 2005], which is approximately
proportional to the enhanced CPCP, that forces the protons from the nightside plasma sheet deeper into the
inner magnetosphere. There has been a wide debate between those who argue that the Colaba Observa-
tory magnetogram recording represented the Dst or the magnetospheric currents and those who believe
that ionospheric currents constitute a major portion of the recording [see Tsurutani et al., 2003; Siscoe et al.,
2006; Cliver and Dietrich, 2013, and references therein]. This question about different electric current sources
contributing to the Colaba recordings is not addressed in this paper but is a subject we are actively pursuing
in the follow-up investigation. As we stated earlier, the ultimate goal of the current paper is to explore the
level of geoelectric fields that can be induced by a storm of extreme magnitude, i.e., Dst ≈ 1600 nT.

Then, we use the SWMF-generated ground magnetic perturbations as our primary data for modeling the
global induced ground geoelectric field distribution. Figure 10 displays example time series of induced
ground geoelectric field components and magnetic perturbations at two active International Real-time
Magnetic Observatory Network (INTERMAGNET) sites, i.e., Ottawa (55.43◦N, 355.6◦W, geomagnetic) in North
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Figure 9. (The MHD model computed geomagnetic SYM-H index (Dst) and low-latitude horizontal geomagnetic field
perturbations using the solar wind parameters in Figure 1. The ground locations (with geomagnetic coordinates)
presented in this plot are displayed in the legend.

America and Eskdalemuir (57.74◦N, 83.62◦E, geomagnetic) in the European sector. The figure shows that the
time of the maximum electric fields occurred during different time periods at each site.

Figure 11 shows the distribution of global maximum induced ground geoelectric fields determined for
all INTERMAGNET sites. Simulation results for the Carrington-type event are displayed in Figure 11a. It is
clearly evident from the figure that the model is able to reproduce the global geoelectric field distribution
as described in-depth by Pulkkinen et al. [2012] and more recently by Ngwira et al. [2013a]. To further test the
MHD model performance, a simulation of a portion of the Halloween superstorm on 29 October 2003 was
carried out using the same model settings. Then, we compared the maximum geoelectric field determined
from the model-derived geomagnetic perturbations to the geoelectric field computed from observed
geomagnetic field variations for the same portion of the storm event. Results are provided in Figure 11b
showing a comparison for the Halloween storm of the geoelectric field determined from model-derived
geomagnetic perturbations (blue) and the geoelectric field determined from observations (red) with a very
good agreement. This gives us confidence in the MHD code performance and the results since the model is
generally able to capture the characteristic global geoelectric field distribution pattern. However, it is noted
from Figure 11b that the geoelectric fields determined from the model-derived geomagnetic perturbations
are underestimated at the auroral zones by up to 40% when compared to values computed from the obser-
vations. Consequently, we argue that the geoelectric field values at the auroral zones for the Carrington-type
event may actually be larger than depicted.

Pulkkinen et al. [2007] investigated induced ground geoelectric fields and currents generated from upstream
solar wind to the surface of the Earth using first-principles modeling. They observed that despite the suc-
cess in reproducing some of the observed features of the GIC-related ionospheric current variations, the
3 RE inner magnetospheric boundary of the global MHD setup did not extend very low in magnetic lati-
tude in the ionosphere. This was considered as a major shortcoming during extreme geomagnetic storms
because the auroral oval with highly varying ionospheric currents that generate large GIC could expand
below the ionospheric MHD boundary. The aforementioned shortcoming is not an issue here because the
inner magnetosphere boundary is set much closer to Earth for our simulations. Pulkkinen et al. [2007] fur-
ther go on to emphasize that realistic modeling of the ionospheric currents is perhaps the most vital factor
that contributes to the accuracy of the computed induced fields. Therefore capturing as many central phys-
ical elements as possible that contribute to the magnetosphere-ionosphere coupling is very important.
However, it is obvious that some physics may be missing partially or altogether in the MHD based descrip-
tion of the system, thus the current standard single fluid MHD code does not fully capture the dynamic
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Figure 10. Example simulated time series of induced ground geoelectric field components Ex (top) and Ey (middle). The bottom panels show the simulated time
series of the horizontal ground magnetic field perturbations. The two selected high-latitude magnetometer locations are Ottawa (left) and Eskdalemuir (right).
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Figure 11. Global distribution of the peak geoelectric fields determined for (a) the Carrington-type event simulation, and
(b) for the Halloween storm event, i.e., simulation in blue and observations in red. Each ‘∗ ’ represents a specific ground
magnetometer site, and the time of the peak electric field varies from site-to-site. The vertical red dashed lines show
the locations of the transition regions between middle and high latitudes, and are described in-depth by Pulkkinen et al.
[2012] and more recently by Ngwira et al. [2013a].
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Figure 12. Magnetosphere cross section showing evidence of a plasmoid feature in the magnetotail region between
X = [−15,−7] RE and Z = [−5, 5] RE . The plot shows the current density, J, in color; solar wind velocity, Vx , arrows; and
magnetic field, Bx , field line traces. The IMF and magnetic field line traces can be system defined (B field lines) or user
selected. The white trace shows the boundary of the last closed field line.

processes which drive large substorm current systems, as illustrated in the example event above. For
instance, it is widely recognized that some processes in the plasma sheet are beyond the scope of MHD
[e.g, Glocer et al., 2009]. These processes may play a fundamental role in certain dynamic processes such as
substorm current systems.

Furthermore, Figure 11a also clearly shows that the location of the geomagnetic latitude boundary, which
is the transition region between the middle and high latitude likely caused by the auroral electrojet current,
shifted to ∼40◦ geomagnetic latitude. This geomagnetic location of the geomagnetic latitude boundary
is consistent with the location of the open-closed field line boundary discussed earlier above, which is
related to the auroral oval [Zhang et al., 2005]. The equatorward displacement of the geomagnetic latitude
boundary is much lower than previously determined (50-55◦ geomagnetic) for observed severe geomag-
netic storm events [see reports by Pulkkinen et al., 2012; Ngwira et al., 2013a]. Noteworthy equatorward
expansion of the auroral electric current system has important practical applications for power transmis-
sion grid operations in that power systems that were previously considered not to be subject to the auroral
electric current system could be exposed to much larger levels of electric currents with the potential to
drive large-amplitude GIC, thereby increasing their susceptibility to GIC risks. It is important to emphasize
here that a power system’s response to geomagnetic disturbances is governed by several factors, and the
geoelectric field amplitude is only one part of the full power system impact analysis.

Evidence is provided in Figure 12 suggesting that the large simulated geoelectric fields are driven by mag-
netospheric substorm activity, as simulated plasmoid features are manifested in the magnetotail during
the strong solar wind driving period. Plasmoids, which are associated with substorm onset, are large mag-
netic structures that are formed by separating closed plasma sheet field lines in the near-Earth magnetotail
through magnetic reconnection [e.g., Moldwin and Hughes, 1993; Baker et al., 1996]. As the plasmoid grows,
a magnetic neutral point forms in the near-Earth region, then the plasmoid is pushed tailward at high
speeds, and some amount of plasma is accelerated toward the Earth, causing intensification of the auro-
ral current at Earth’s high-latitude nightside and accompanying geomagnetic disturbance [e.g., Baker et al.,
1996]. The nightside region 2 FACs and their expansion to much lower L values could be related to sub-
storms and the substorm current wedge (SCW). The SCW is a vital feature of the substorm expansion phase
formed by the dipolarization of the nightside magnetotail and intensification of the westward electrojet fol-
lowing auroral substorm onset [Murphy et al., 2013, and references therein]. Studying the detailed spatial
structure of FACs in the SCW, Murphy et al. [2013] demonstrated that the FACs formed from the SCW exhib-
ited evidence of small-scale FAC structures and was more complex than the standard equivalent current
system of the SCW. In addition, these authors discovered that in the premidnight sector, a more compli-
cated current system was generated following substorm onset with no evidence of the distinct region 1 and
region 2 current systems as reported in earlier investigations such as Iijima and Potemra [1978]. It therefore
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Figure 13. (top) The model geomagnetic field generate in the simulation for a virtual satellite at a specific location in
the magnetotail, i.e., X = −15 RE , Y = 0 and Z = 0. (bottom) The respective rates-of-change components, dB/dt. The
largest dB/dt values (i.e., around 00:30–01:00 and 02:30–03:00 UT) are consistent with peak geoelectric fields displayed
in Figure 10.

seems that this complex FAC distribution can develop under extreme geomagnetic conditions, and needs
to be investigated in greater detail.

Finally, the illustration in Figure 13 contains the geomagnetic field components (top) and the respective
rates of change (bottom), dB/dt, for a selected location within the plasmoid feature in the magnetotail.
The figure demonstrates that there are sharp changes in some of the magnetospheric magnetic field com-
ponents at about 00:51 UT and 02:45 UT for the specified location. These are roughly the same times that
plasmoid features are released in the tail region. Perturbations in the magnetotail magnetic fields are related
to traveling compression regions reflecting the motion of the plasmoid which forces the lobe magnetic
field lines to compress around it [Draper et al., 2005]. The corresponding rate-of-change components from
Figure 13b show rapid variations at the same instances as the magnetic field components. As seen, these
are the most significant changes during the disturbed period and can be related to the large changes in the
geoelectric field on the ground at the above mentioned time periods displayed in Figure 10. Statistically,
substorms are acknowledged to be one of the most effective causes for large high-latitude GIC [e.g., Viljanen
et al., 2006].

5. Summary and Conclusions

In the present paper we use a 3-D MHD model with specially refined components for modeling extreme
space weather events. The core MHD model is based on the University of Michigan SWMF that uses the
BATSRUS code to predicts in a self-consistent manner the dynamic response of the large-scale magneto-
sphere to changing solar wind conditions. Our ultimate future goal is to apply this model to simulating GIC
events under extreme solar wind conditions.

We have shown the magnetospheric, ionospheric and ground response to extremely large Carrington-type
solar wind driving conditions. During the idealized extreme CME, the magnetosphere is compressed consid-
erably with the magnetopause seen to move way inside of geosynchronous orbit (∼2.3 RE). There is a strong
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dawn-dusk inner magnetosphere pressure asymmetry with the average pressures on the nightside much
greater than that on the dayside leading to large region 2 FACs.

In the ionosphere, the CME drives large and complicated region 1 and region 2 field-aligned current distri-
butions, leading to extremely large ionospheric potentials. We believe that the nightside complex region 2
FACs and their appearance at lower L values are related to substorms and the substorm current wedge, as
we see evidence of magnetic field lines stretching and snapping in the tail region around the same time.
Interestingly, the polar cap is subject to a dramatic displacement reaching about 20◦ geomagnetic latitude.
The polar cap displacement is also important to take into account for airline companies operating transpo-
lar flights because it can endanger airline crews and passengers, and can cause polar cap absorption events,
which adversely affect radio wave propagation leading to complete HF radio blackout. Therefore, under
extreme forcing from the solar wind, absorption events can exist in regions previously considered to be
unaffected by such phenomenon.

On the ground, the CME generated very strong geomagnetic perturbations which lead to large calculated
global geoelectric fields. These high levels of geoelectric fields in turn have the potential to drive large GIC
in ground conductors such as power grids and oil pipelines. In addition, the maximum high-latitude geo-
electric field of 26 V/km presented in Figure 11a for the Carrington-type event is comparable to predicted
theoretical maximum for the 100 year scenario (20 V/km) reported by Pulkkinen et al. [2012]. Consequently,
a Carrington-type event poses an enhanced risk for grid operators because it has the potential to produce
geomagnetically induced electric fields more than twice as large as those produced by previously observed
Earth-directed extreme events such as the March 1989 storm (∼6 V/km) or the Halloween 2003 storms
(∼12 V/km) [see, e.g., Pulkkinen et al., 2012; Ngwira et al., 2013a]. Furthermore, the strongly shifted geomag-
netic latitude boundary implies that the region of large induced ground electric fields is displaced further
equatorward due to a shift of the auroral current system, thereby may affect power grids in regions normally
far away from the auroral zone, such as southern states of continental U.S. or central and southern Europe.
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